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We theoretically discuss the photoinduced electronic phase conversion mediated by the electronic interac-
tions, using a phenomenological model of bistable electrons and the modified Hubbard model. We focus on the
dynamics after photoexcitation into one of tfreetgstable states of the multistable electronic systems. When
small amount of excitations are injected, they merely induce small oscillations in the electronic states. On the
other hand, when larger amounts of excitations than a threshold value are injected, they successfully induce
large oscillations in the electronic states, which we can regard as the phase conversions. Conditions for
induction of the phase conversion are clarified; such induction by photoinjection of a small amount of excita-
tions is possible when the mixing of the two electronic states is large in the ifiiietgstable state.

[. INTRODUCTION originates in the Coulomb interaction among the electrons,
i.e., the competition between the loss of ionization energy

Photoexcitations in a crystal usually result in microscopicand the gain in the Madelung energy. The dimerization of the
changes in the states of electrons and lattices. In recent yeal8ftice also occurs in the ionic phase through the spin-Peierls
however, many exotic materials are successively fotihd Mmechanisnt? which is, however, a secondary process fol-
where a macroscopic phase transition is induced by photoidowing the charge transfer. The mechanism of the photoin-
jection of excitations into the crystal. Such phenomena aréluced cooperative phenomena in such systems where the
called the photoinduced phase transitions, and have been &lectronic interaction plays a crucial role has not clarified yet
tracting much attention from both the chemical and physicaffom theoretical viewpoints, in contrast to transparency in
points of view. the electron-lattice systems.

Such phenomena have been found in quite various kinds The aim of this study is to investigate the photoinduced
of materials with multistability, e.g., charge-transf@@T)  Phase transition mediated only by the electronic correlation
complexe€? 7-conjugated polymer&® and so on. The mul- and to reveal the basic mechanlsr_ns and cond|t|0n§ for the
tistability of the system as well as the interaction among the?henomena. In Sec. II, the photoinduced electronic phase
constituents is brought about by different physical mechalransition is considered from a general viewpoint with a phe-
nisms in each material, and the phenomena have not bedipmenological model composed of two-level electrons with
understood from a unified viewpoint. One of such phenom/evel crossings due to the interaction among the electrons.
ena which are most clearly understood is the photoinducedhe bistability of the electronic system and the mechanism
structural phase transition in quasi-one-dimensional electrorf2f self-proliferation of the excited states are discussed there.
lattice systems such as-conjugated polymefsand metal- We discuss the condlt!ons fqr induction of the phase conver-
halogen chaingln these materials, bistabilifgwo dimeriza- ~ Sion, and show that induction of the phase conversion is
tion patterns in the ground statés brought about by the possible by injection of small amount of excitations. Ir_1 Sec.
Peierls mechanism through the electron-lattice interactioh!l, We demonstrate how the mechanism investigated in Sec.
and the one dimensionality. Furthermore, instability of all is realized in real electronic systems, starting from the
photoinjected electron-hole pair against the adiabatic lattic8'0dified Hubbard model which describes the electrons in a
relaxation to soliton pairs can be understood by the model ofixed-stack CT complex from microscopic viewpoint, and
noninteracting electrons, where only the electron-lattice in@PPlying the unrestricted Hartree-Fo€dHF) approxima-
teraction is taken into account. Thus we can regard that thdon. The theoretical results are concluded in Sec. IV with
photoinduced cooperative structural change in these systerf@me remarks on the neglected effects in our treatment.
take place mainly due to the electron-lattice interaction, and
the electronic correlation plays an auxiliary role.

In some photoinduced phenomena, however, the multista-
bility of the system and the driving force of the cooperative
dynamics are attributed to the electronic interactions. The Our main concern in this paper is the photoinduced dy-
photoinduced cooperative charge transfer in the organic Chamics in electronic systems where multistability is brought
complexes belongs to this type. In this system, multistabilityabout by strong interaction among electrons. For example, in
in the electronic configuratiorineutral and ionic phasges the mixed-stack CT complexes, there are t(moetgstable

1. PHENOMENOLOGICAL CONSIDERATION
ON PHOTOINDUCED PHASE CONVERSION
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electronic phases around the critical temperature of the ther-
mal phase transition; one is the neutrédN) phase
[---DPAPDOACDOAC. .. ], where the degree of CT from the
donor moleculegD) to the acceptor moleculég) is almost
zero, and the other one is the ioni¢l) phase
[---D"A"DTA"D*A™-..], where the degree of CT is al-
most unity. InN phase, an ioni®A pair (D"A™) is ener-
getically higher than a neutral on®?A°), and is called a
CT exciton. On the other hand, inphase, a neutral one is
higher in energy than an ionic one, and is called, again, a CT
exciton. Thus the energy difference between neutral and
ionic DA pairs is dependent on the degree of CT in the
crystal, and inversion in their energies occurs at some degree
of CT. Both theN—1 andl—N transitions can be induced
by photoinjection of excitations in each phase. In this sec-
tion, we phenomenologically consider such a situation with a
simple bistable electronic system from a general viewpoint.

Energy

A. Bistable model

In order to investigate a general situation of photoexcita- lg(ms)) ]
tion in multistable electronic systems, we here employ a phe- n
nomenological system composed of two-level electrons, each
of which is a linear combination oA state|A) andB state
|B), which correspond to the neutral and ionic states Bfa
pair in the above example. The Hamiltonian for a two-level
electron takes the following form, which is dependent on
time 7 through the degrea(7) of B state 8 degree, here-
aften of the total electrons in the system:

FIG. 1. (a) Stationary density matrices of the Bloch equations.
Continuum of the stationary density matrices is drawn by the bold
curves. The four pointsG,, Gy, E, and G,) represent the pure
stationary density matricegb) Corresponding energies to those
four states. Then dependence of the energies [#) and |B)
[le(n)) and|g(n))] is also shown by the solitbroken lines.

dn
n(r)—m t EzZty, (4)
H(7)= t m—n(r) +f(n), (D)
dx
_ | _ 3, =2(—my, ®)
wheret is the coupling betweeA andB states, andan is the T
B degree at which inversion in the energies of the two elec-
tronic states takes place. Thg degreen(r) is the order dy: —Zt( n— E) —2(n—m)x ©6)
parameter in this system satisfyings@(7)<1. The last dr 2 '
c-number termf(n)=(n—m)(n—1+m), which does not
affect the dynamics, is added to the Hamiltonian to assure B. Stable and metastable states

the conservation of energy. This term is naturally introduced ) ] )
when we start from a microscopic Hamiltonian, as shown in _First, we investigate thémetgstable electronic states of

Sec. Il It should be noted that the interaction among thdhis system. As the criteria for thenetastable states, we
electrons is incorporated in the Hamiltonian in the mean£Mmploy the following two conditions(j) the state is station-
field-like form as then dependence of the diagonal elements.&y and stable against small fluctuatiomirand(ii) all elec-
Equivalence of all two-level electrons due to the mean-fielo_“ons are in the lower energy eigenstates. Thg latter condmon
form of the interaction allows us to represent the state of théS N€cessary becaupe(n)) represents an excited electronic

whole electrons in the system by a single density matrix asState and is unstable against radiative or nonradiative decay
to|g(n)), though not explicitly expressed in the equations of

— i motion.
p(7)= ! n-( ) XD)*() ) ) From the Bloch equations, it is easily confirmed that the
X(7)—iy(7) n(7) stationary density matrices are represented by the continuum

of the points satisfyingy=0 and x=—t(n—21/2)/(n—m)
If we neglect the dissipative effects and treat this systeninside the circle 1—1/2)>+x?=(1/2)?, as shown in Fig.
as a closed one, the temporal evolution of the density matri(a). These stationary density matrices can be written in the
is governed by the following equation: form

pi=pBle(n))(e(n)|+(1-B)lg(nm)g(n)], ()

where [e(n)) (]g(n))) is the higher(lower) energy eigen-
function of the Hamiltonian(1) at fixedn, and 8 is a real
which is equivalent to the following Bloch equations: constant satisfying € 8<1.

dp
i =[H(7).p], )
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The pure =0 or 1) stationary density matrices are rep-
resented in Fig. () by the intersections of the circle and the (a) pattern I (') pattern I
hyperbola, and their energies are shown in Fip).1Among
these four pointsG,, Gy, E, andG,) in Fig. 1(a), E repre-
sents a stable stationary state with every electrons in th
higher energy eigenstate, af, corresponds to an unstable n ~
stationary state with every electrons in the lower energy oo oo
eigenstate, so these two states cannot be regarded as !
(metastable states. Howeve6, and G, representmeta- (b) pattern II (b) pattern I
stable stationary states with every electrons in the lower er
ergy eigenstate. We hereafter call these statesand

Vi)

S
N

Vir)

B-dominant phases, respectively, the density matrix of whict \/—\/ \/—\,
are given bypa=[g(na)){(g9(na)| and pg=|g(ny)){(g(ny)|, L AN a2 1
wheren, andn, is defined in Fig. (a). Whenm— 3 is posi- o e e

tive (negative, the A-dominant phase is the stablmeta-

stable state. () pattern LI (¢") pattern IIT

In fact, the system has these two states only whand § ’§3
|m—1/2| are small enough to satisfy
1 2/3 1 2/313/2 o " n — n
S (E) —‘m—i (8) n.n rﬁ n: i;n ns

. o o ) FIG. 2. The potentiaM(n) and the initial positiom, for (&)
If this condition is not satisfied, there are only two intersec-smaji g (p< ¢, ), (b) intermediates (¢, < d<dby ), and()
tions in Fig. 1a), i.e., G, (Gp) andE, and the system has |arge s (¢, _,,<¢), starting from the metastable phase. Three pos-
only the A(B)-dominant phase as a stable electronic state. siple patterns of the dynamics nfr) starting from the stable phase
are drawn in (&), (b'), and (¢).
C. Temporal evolution after photoexcitation
with the initial conditionsn(0)=ny and @dn/d7)(0)=0,

Now we start investigating temporal evolution of the SYS"where the “potential”V(n) is given by

tem after photoinjection of excitations into one of tlmeeta-

)stable states, e.g., thedominant phase. We consider the (n—m)* 1)\2

simplest situation that some amount of electrons in the V(n):T+2t2 n—z)

A-dominant phase are simultaneously photoexcited from the

ground stateg(n,)) to the excited statg(ny)) at 7=0. The —[(ng—m)2—2tx,](n—m)2. (15)

density matrix just after photoexcitation is then given by ] )
In the following, we restrict ourselves to the case where the

p(0)=gle(ny)e(ny|+(1—¢)|g(n))(g(ny|, (9)  systemis bistable, i.e., the conditi¢8) is satisfied.

where ¢ (0<¢=<1) represents the fraction of the injected 1. Photoexcitation into the metastable phase
excitations. This density matrix is no longer stationary as
long as¢+#0, and starts evolution according to the Bloch

1

equations. of m< 3, whereA-dominant phase is the metastable phase. In

We can easily find two constants of motion, namely, the_. . - "
; : ) P ' " Figs. 2a)—2(c), the potentiaM(n) and the initial positiom,
purity P of the density matrix and the energj), which are are drawn for small, intermediate, and large valuespof

First we investigate the dynamics after photoexcitation
into the metastable phase. To this end, we consider the case

given by respectively.
1A _ Ry When no excitations are injected, i.ex=0, V(n) takes
P=1/4-detp=(1/2-¢)", (10 the form of a double-well potential and(7) rests at the
oty (2 2 metastable minimum of the potential, which implies that the
(H)=2tx—(n—m)"=2txo—(no—m)". (11) A-dominant phase is stationary in agreement with our pre-
Here ny and x, are determined by the density matig), ~ ceding discussion. _
which are given, using, andx, defined in Fig. 1a), by For small ¢ (¢<é,—y), n(7) oscillateslocally around
the metastable minimum of the potential in Figa)2with the
No=n(0)=(1—¢)ny+ H(1—n,), (12)  period 2r, of an order unity, which we hereafter call pattern
I. At half integer times of the period, the density matrix of
Xo=X(0)=(1— ) Xat (—Xp). (13)  the system takes the following form:
The temporal evolution ofi is governed by the following p(1)=¢le(n)){e(n)|+(1—¢)g(n))g(ny)l,
classical equation of motion: (16

42 q wheren is determined, through, defined in Fig. 2a), by
an__ —V(n), (14)  the relationn; = (1~ ¢)n,+ ¢(1—n)). Becausen, is close
dr? dn to n, in this case, the density matri16) represents a state
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FIG. 3. The maximunB degree (1, n,, andn; in Fig. 2) as a
function of the fractiong of injected excitation(a) when the initial
A-dominant phase is metastablm£0.48 andt=0.35), and(b)
when the initial B-dominant phase is stablem&0.52 andt
=0.35).ny is also plotted by the broken line.

FIG. 4. Relation between the fractiah of injected excitations
and resulting patterns of dynami¢a) from the initial metastable
phase (n=0.48) and(b) from the stable phasem(=0.52). The
dynamics changes discontinuously at the solid “phase” boundary
[¢#,—, in ()] between the local and global oscillation, while it

) . . ) changes continuously around the dotted curvgg_,, in () and
where theB degree is slightly increase@ecreasedin the 4 | “in (b)], i.e., crossover behavior is seen.

ground(excited state compared to the initial sta(®).

On the other hand)(7) oscillatesglobally in the double-
well potential in Fig. 2b) for intermediate¢ (¢,_;<¢
<¢u—_m), or the oscillation occurs in a single-well potential

in Fig. 2(c) for large ¢ (i = ¢), which we hereafter call duces the increag@lecreaseof the B degree in the ground-

E’:\atlit(t)?\rri]ss (;lf ngolgé’errej?:ﬁ;tgfg}é'p;r?heepneéi'ggé orfti)h(tahgsgghn d_(excited)state electrons, which totally results in the increase

ey o , ;
ary to pattern I, where, becomes a large value. The state atOf nif $<3. Qualitatively speaking, the phase conversion

half integer times of the period takes the following form: takgs p_Iace wher_1 the |n!tla_l trlgg_er for the oscnlap(pho-
toinjection of excitationsis intensive enough to drive(7)

to reach the region.

The relation betweerb and three resulting patterns are
summarized in Fig. @), which indicates the possibility of
induction of the phase conversions by even snpdibr large
t, i.e., where thd3 degreen is large in the initialA-dominant
phase due to quantum mixing. In this case, the initial state is
e , , ' close to the self-increase region ofeven without photoin-
m=3), and the density matrix(7,) represents the inverted jection, and small injection of excitations is enough to induce
situation from the initial onep(0), i.e., excitations are in- he phase conversion. If the interaction among the constitu-
jected in theB-dominant phase. We can therefore regard thag s is short ranged or the system is a low-dimensional one,

injection of excitations into thé\-dominant phase SUCCeSS- {he phase conversion may be induced by further smaller in-
fully induces the phase conversion Bdominant phase in jection than is predicted in this study where a long-ranged
this case. Due to our treatment of this system as a closed ongseraction is adopted.

p(71,) returns to the initial stat¢9) at integer times of the
period, and this oscillation betweer{0) andp(,) contin-
ues eternally.

The maximumB-degree (, or n, in Figs. 2 is plotted in Next, we discuss the dynamics after photoexcitation into
Fig. 3@ as a function of¢. The figure demonstrates the the stable phase. We treat the case mf3, where
drastic change of the dynamics@t ¢,_,,, which should be A-dominant phase corresponds to the stable one. For small
regarded as the threshold fraction of injected excitations forp, V(n) has two minima ana(7) oscillates locally around
phase conversion; injection of smaller amount of excitationghe stable minimunfFig. 2(d), pattern I]. As we increase
than the threshold value only results in small oscillation in¢, there are two possibilities; the oscillation becomes a glo-
the electronic states, while injection of larger amount inducedal one in a double-well potentifiFig. 2(1'), pattern Il'], or
large oscillation, which can be regarded as the phase convev{n) becomes a single-well potenti@Fig. 2(c¢), pattern
sions. The key mechanism to yield such discrimination islll’]. Only in the restricted situation where th& and

that the self-increase of effectively occurs in the region of
n satisfying|n—m|=<t, i.e., the neighborhood of the level-
crossing point. In this region, increasenradiabatically in-

p(72)=gle(np))(e(ny)|+ (1= ¢)|g(ny) ) (g(ny)], an
1

wheren,, is determined, through, defined in Fig. 2b) or
2(c), by the relationn,=(1— ¢)n,+ ¢(1—n}). In contrast
to pattern I,n; is close tony, in this case i, = ny, holds when

2. Photoexcitation into the stable phase
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B-dommlant phases are almost degenerate, I,ItEIS Yery pu() = ' |e(ny) M e(ny|+(1— ¢")|g(ny) }g(ny)l,
close tosz, the dynamics changes as patterns 1’ — 111" by (21
increasingg. Except for such special cases, pattefmiéver

appears; the dynamics changes from pattéto 111" directly ~ Where¢' is a constant satisfyingp’ — 3|<|¢— 3|, i.e., the
atp=¢,,_y;, . Thisis, however, only the change in the form purity of the system is decreased, amgis determined by

of the potentiaV(n), and makes no qualitative difference in the relationn,=(1— ¢')ny+ ¢’(1—ny). The excited-state
the motion ofn(7). Thus the maximunB degree changes electrons later decay to the ground states radiatively or non-
cotinuously by increasingy, as shown in Fig. ®). In Fig.  radiatively, and finally the system reaches Bedominant
4(b), ¢y is plotted as a function df As mentioned above, ppase |fn relaxes ton,, the system returns ta-dominant

dynamics ofn(7) changes gradually from patternistb Il phace |t depends ofi to which phase the system finally
around the “phase” boundarg,_, , contrary to the drastic | g|5xes.

change ai, . in Fig. 4a). On the other hand, in pattern Ii,always relaxes tay in

Fig. 2(c). In this case, after the decay of the excited-state

electrons, the system always relaxes to the lower energy
In the above discussion, we have observed that the dyphase in the end, i.e., ®dominant phase iin< 3. Thus the

namics after photoinjection into timeetastablephase always dephasing introduces a clear distinction between patterns I

changes as patterns-llil —1Il by increasing¢, with drastic ~ and IIl; relaxation toA- or B-dominant phases takes quite

change at the threshold valdg_, , while the dynamics after different paths.

photoinjection into thestable phase changes continuously

from pattern | to Ill’ as we increasep, unless the two

phases are almost degenerate. When two phases are almost ] ) o )

degenerate, however, the abrupt change at the threshold We have investigated the dynamics induced by photoin-

value can be observed from both andB-dominant phases. Jection of excitations into a bistable electronic system, using

The phase boundaries in Figa#is analytically given for @ Phenomenological model composed of interacting two-
m=1 by level electrons. First, we have clarified twonetastable

states of this system, i.e4- and B-dominant phases. Then,
1—2t we have discussed in detail the dynamics after photoinjection
dn(t)= 201520 (18)  of excitations into theA-dominant phase.
If the initial A-dominant phase is metastable, the dynam-
ics of n(7) always changes as patterns Il — Il by increas-

3. Degenarate case

E. Summary

()= 1-V1-(1-4t%)° (19 ing the fraction¢ of injected excitationdsee Figs. @)—
bu-m(t)= 2(1—4t?) ' 2(c)]. The fractiong,_, dividing patterns | and Il should be

regarded as a threshold fraction for phase conversion. When
Whent is large, i.e., the mixing of two electronic states is small amount of excitations are injecte¢< ¢,_,), it sim-
large in the initial state, phase conversion can be induced bgly results in small oscillation in the electronic states, while,

small ¢ from both A andB-dominant phases. when larger amount of excitations than the threshold value
are injected ¢,_,<¢), large oscillation in the electronic
D. Effect of dissipation states is successfully induced, which we can regard as the

) ] o phase conversions, as shown in Fi¢a)30n the other hand,
_ Inthe dynamics discussed above, oscillatiomff) con-  \yhen the initialA-dominant phase is the stable one, the dy-
tinues eternally without damping, and therefore patterns Ihamics ofn(7) changes from patterng ko Ill” as we in-
and Ill cannot be distinguished clearly by the motion of oreases [see Figs. @) and 2¢)], unless the two phases are
n(7). The difference between these two pattemns, howevermost degenerate. The dynamics changes continuously as
will be clarified by taking account of the effects of relaxation shown in Fig. 3b). Only when the two phases are almost
such as dephasing and energy dissipation due to the COUp”Qﬂsgenerate, thresholdlike behavior ¢ can be observed,
to phonon modes in the crystal, the photon field, and so Onsiarting from both phases.

For example, we consider the effect of dephasing by the Tne relation betweews and resulting patterns of dynam-

following equation: ics is summarized in Fig. 4, which indicates that the phase
q conversion can be induced even by small injection of exci-
e . tations whert is large, i.e., the mixing of the two electronic
- = - +H.c. . . Lo .
"ar [7(7).p)=TL{e(m]plg(m)le(m)(g(m][+H. c], states is large in the initigd-dominant phase.

(20)

wherel" represents the dephasing rate. During the evolution lil. PHOTOINDUCED COOPERATIVE CHARGE

by Eqg.(20), the energy 1) defined in Eq(11) is conserved, TRANSFER IN MIXED-STACK

while the purity P defined in Eq.(10) decreases monoto- CHARGE-TRANSFER COMPLEXES

nously. Roughly speaking, oscillation of( ) damps as a In the previous section, we have investigated the dynam-

result of dephasing. ics triggered by photoinjection of excitations into a bistable

In pattern Il, depending on the dephasing aten relaxes  electronic system, and have shown that the electronic phase
to ng or n, in Fig. 2(b). For example, in relaxes ton,, the  conversion is induced when more excitations than the thresh-
density matrix for the relaxed state is old value is injected. The model employed there is, however,
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(a) N phase ergy difference between the donor and accepter orblthis,
the on-site Coulomb repulsion, amd is the Madelung sta-
— — — — Accepter . .
_ﬂ’ 4# % ‘ﬂ‘ Donor bilization energy.
In order to grasp thémetagstable electronic states and the
(b) I« phase CT excitation energies from each state, we first consider the
4 _1_ 4_ 4_ Accepter case ofT=0 where classical treatment of electrons is al-

lowed. We here define the degreg of CT for o-spin elec-

Y Vv ¥V ¥ Donor trons by

(c) S phase

_4‘*—_%-_-4#_—1‘*— Accepter n (r=§ j E <n j (,.> . (23)

Donor .even

FIG. 5. The electronic configurations i@ N phase,(b) I, There are four candidates @fmetgstable states; a neutral
phase, andc) S phase, forT=0. The configuration ini ; phase is  phase {,=75=0), two ionic phases #,=1,7,=0 and
obtained by changing (up) and 8 (down) spin electrons. 77a=0,77ﬁ= 1), and a superionic phasey (= ng= 1)., which

we hereafter calN, I, 15, andS phase, respectively. The
introducedphenomenologicallyo describe a general situa- €lectronic configurations for these phases are shown in Fig.
tion of electronic bistability, and the correspondence of this5, and their energies, CT excitation energies and conditions
model to real systems is still unclear. In this section, startindor existence of each phase are summarized in Table I. We
from the modified Hubbard Hamiltonian, which describescan easily see that this electronic system has multistability
the electrons in a mixed-stack CT complex frommécro-  under an appropriate choice of the parameters. In this study,
scopicviewpoint, we discuss how the mechanism presentedve choose the parameters to satisfy

in the previous section is realized in this electronic system.

0<A—U<M<A+U
2 4

(24)
A. Modified Hubbard model

Our discussion in this section is based on the followingin which case the system has thr@eetgstable phasesN,
one-dimensional tight-binding Hamiltonian, I, andl g) for T=0, considering the experimental fact that
the S phase has not been observed in the CT complexes. To
treat the general case of nonzérowe introduce the Bloch

A _ . .
H= —T% (CLC]H,«JF C,TH,(,CW)JF > J}; (—1)inj, orbitals defined by
2 -
NM - \ﬁ ik(i-1)c, 2
+U$ nJDth,B_ Tni’ (22) dk(r Njgene Cjil'(r, ( 5)
where odd(even sites represent the HOMQ@Q.UMO) of a a,= \/Z elkic. (26)
donor (accepter moleculec;,, CJ-TU, andn;, are the annihi- 7 Nj‘even I

lation, creation, and number operator for an electron with N N

spino (=a or B) at thejth site. The total number of the With kK=0,£27/N, ..., = @/2. In terms of these operators,
electrons, which is equal to the number of the sites, is deth® Hamiltonian(22) is rewritten as

noted byN, andna=(2/N) 2| .even,Nj, Measures the ionicity

of the complex. The meaning of the parameters are the fol- H=- T.al d. +dl a. )al a —d d 2
lowing; T is the nearest-neighbor CT integral, is the en- ;7 8kt + Uir o) (B Bir ~ By ir) (27)

TABLE |. Candidates of thémetgstable states fof =0. The characteristics of tHg phase is obtained
from that of thel , phase by changing the spin indicesand 3.

Phase N I, S
Order parameters Ne=15=0 7.=1,m5=0 o= Mp=1
dition f - -U A+U
Condition for Ea(ﬁ)(0-0)2T>0 Ea(1,0)=T—M<0 Eﬂ(ﬂ)(l,l):T—2M<0
. A+U
existence Eg(1,0= TfM>0
Energy NA—U NM N A+U oM
2 2 2
Excitation energy ecr=A-U ecr=—A+U+2M eer=—A—-U+4M

err=A+U—2M
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2U
+ —

T T
N 2 (ak+q,aak’—qvﬁak’ﬁaka

kk',q

2M
N

2
+
+dl+q,adk’—q,,8dk’5dka)_ % alo'ako') ’ (28)
where T,,=2T cosk. Applying the UHF approximation, we
treat the four-operator terms as the energy shift of one-
electronic states, each of which is composed by the linear

combination ofd{  anda;,.***2Then we get the following
Hartree-Fock Hamiltonian:

H HF= kE [Eo'( Nas nﬂ)(alaako’_ dladko')

—T(al, kot Al 1+ F (74, m5),  (29)

FIG. 6. Conversion between the energies of one-electronic states
al, andd},, , which are given by-E (7, ,7,) defined in Eq(30).

whereE,(7,,75) is the energy of the one-electronic state The parameters are chosen to satisfy the conditdn

given by

Eo(7a:1p)=—5—~M(n,+7,)+U7,, (30
whereg is the opposite spin of. The last term in Eq(29)
is the c-number contribution given byf(%,,75)=
—NU(7,—1) (75— 1)12+NM(n,+ 55— 1)?/2. This
Hamiltonian can be recast into the following matrix form:

HHFZKE Hkg—+f(77a’77ﬁ)l (31)
where
Eo’( Nas 7 ) - Tk
k(r:[ ? (32)
_Tk _Eo( 7]0(!7][3)

is an operator which operates on the density maigix;

<alaak0'> <dlaak0'>
<al(rd k(r> <dla'd k(r>

Xk0'+ iyko’

1- Mo

Nko
Xko ™ iyk(r

Pko=

(33

It should be noted that the degree of CT is determined by
the diagonal elements of the density matrix ag,
= (2IN) 2y 7ys -

Under our choice of the parameters, the sign o

Es(7..7mp) changes in the region of ©7,,7s<1 as

shown in Fig. 6, i.e., inversion of energy between the one
electronic states correspondingap, andd;, takes place as
the degreey, of CT changes. The similarity to the bistable

the presence of nonzefo The criteria for(metgstability is
the same as the ones employed in Sec. Il B; the eigenstates
of the Hamiltonian(31) with Eq. (32), with every electron in
the lower energy state.
The density matrix of the lower energy state iy, is
easily given by»,,=Ssirfb, Xx,= Sin b, cosb, and y,,
=0 with 6,, defined by cosé&,= E(,/\/E(%JrTzk and
sin 26,,= —Tk/\/E2(,+ Tkz. Using these values, the CT degrees

7, and 7, for (metgstable states are determined self-
consistently by the following equation:

I 2 — 1 1 2 Ea'(;a 1;3)
S ey e
Eo(na,mp) +Ti

(34

where the second term can be evaluated as an complete el-
liptic integral of the first kind.

The solutions of the self-consistent equations are shown
in Fig. 7 under the choic€4) of the parameters, wheiwg,
I, andl; phases exist fof =0. These three phases cer-
tainly appear for small’ as shown in Fig. (&). Besides these
stable ones, two unstable stationary solutions also exist.
However, two stationary solutions (andl ;) disappears for
fIargeT as shown in Fig. (), which corresponds to the loss
of bistability discussed in Sec. Il B. The CT energyis
known to be much smaller than other parametérs, and
M) in real CT complexes. We hereafter focus on the case of
small enoughr to ensure multistability.

model discussed in Sec. Il is now obvious; in both systems,

inversion of the ground and excited states is brought about
by the whole electronic states in the system. An important

C. Temporal evolution after photoexcitation

Now we start investigating the dynamics triggered by

difference lies in the point that the level-crossing occurs tWOphotoinjection of excitationdCT electron-hole paibsinto

dimensionally with two order parameterg, and 7, while

one of the(metgstable states. Instead of dealing with the

it occurs one dimensionally with a single order paramaeter system accurately, we introduce here an approximation for

in the phenomenological bistable model.

B. Stable and metastable states

simple treatment of the system. The discrimination among
one-electronic states with the same spin is brought about
only through the off-diagonal elemenfg, of the Hamil-

The candidates of thenetastable states is summarized in tonian(32). We negleck dependence of by putting

Table | for the simplest case @f=0. In this subsection, we
identify the (metgstable states of this electronic system in

Te=12T, (35)
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\ Iﬂ-phase (a)a=24

0.8} U=16
' M=0.9 |
061\ T=0.271 !

I -phase

a

L L Sttt b el ]
00 02 04_06 08 1
na
‘ . 1
(b)a=2.4
U=1.6 -
M=09 . . L
T=0.331 FIG. 8. Temporal trajectories ofi(,,7n,) after photoinjection
into thel 5 phase; solidbroken curve for (,,, 75) =(0,0.1)[(0.05,
. 0)]. The square and triangle marks represent the initial condition
just after photoexcitation. The vertical§horizontally) shadowed
region represents the effective CT region fr(a-)spin electrons.
________________________ Inset: motion of (,,7s) after weak excitation, %,,7)
%07 04 06 08 1 =(0.01,0.01).
na

dn,
FIG. 7. Stable and metastable electronic states of the system. dr - \/ETy(,, (38)

The solid(broken line represents the solution of E®4) for spin«
(B), and the intersections correspond to the stationary solutians. dx
For smallT, the system has thre@netgstable states and two un- —2=E(7,, 78)Ye s (39

stable stationary states, b() for large T, multistability of the dr
system is lost.

dy, 2 1 o
which is equivalent to adding extra hopping to dr = Bol7amp)Xe = N2T| 70— 5. (40

the original Hamiltonian22), i.e., the first term is replaced ) ] )

by —E,—Yme(c;rchJrc;umcj) with  T,=(2y2T/  As expected, the purity of the density matri¢e3, s = 1/4

mar)sin(mm/4). This approximation enables us to treat every— detp,(z] and the energ§(H)= — V2T (x,+Xg) —M (7,

one-electronic state with the same spin equivalently. Becausé 75)/2+ U 7,75+ (A= U) (7,+ 75— 1)/2] are conserved

the bandwidth introduced Ky is much smaller than the band during the temporal evolution.

gap (~ecr in Table ), this approximation does not change ~ We hereatfter fix the parameters £0=2.4, U=1.6, M

the essential features of photoinduced dynamics in this sys= 0.9, andT=0.27 (in units of eV), which are chosen ac-

tem. cording to several experimental results. Under our choice of
The electronic states of the system is then described bparameters, I, andl z phases exist as shown in Figal.

0n|y two density matricepa andpﬁ, the matrix elements of In addition, the thresholdlike behavior in the fl’aCtiat} of
which we denote by excitation can be observed from bdthandl , phases under

our choice of parameters, which indicates that the three
phases are almost degenerate as discussed in Sec. Il C. In the

: (36)  following, we discuss the dynamics after photoinjection of
excitations intol , andN phases, respectively.

770' X0'+Iy0'

Po= :
T Xe—iY,  1-7,

X

The matrix elementsy,, X,, andy, for the stable states is _
determined by the self-consistent Eg4) with T2=2T?. 1. Temporal evolution from J, phase

As the initial conditions, we again employ an idealized ~We examine here the dynamics of (,7) induced by
one that some amount of electroif, for spinc, are simul-  photoinjection of CT electron-hole pairs intg phase, for
taneously excited at=0 from one of themetastable states. example. The result fronh, phase can be obtained by ex-
The density matrices just after photoexcitation are then givehanging the spin indices and 8 in the following discus-
by sion. The trajectories of#, ,7z) are shown in Fig. 8 under
several different excitation conditions. When bat) and

e X 1-79, —X, ¢4 are small, ¢,,7,) oscillateslocally around the point
po(0)=(1-¢,) 17 + ¢, < 7| representingl ; phase [inset of Fig. 8, for @,,dp)
7 o o o (37  =(0.01,0.01). However, whenp, and ¢, becomes larger, a

global motion is inducedsolid and broken curves in Fig. 8,
The coherent dynamics from this state is governed by théor (¢,,¢z)=(0,0.1) and (0.05,0), respectivélyvhich can
following Bloch equations: be regarded as phase conversions. The conditions on



PRB 61 ELECTRONIC PHASE CONVERSION BY . .. 12 109

1 .MHW“

,wn\mmmmh

local
oscillation

FIG. 9. Relation between the excited fractiof(, ¢5) and its
resultant dynamics, starting from thig; phase. The dynamics
changes qualitatively at the “phase” boundary between the local . . S
oscillation around the initial position and the global motion which FIG. 10. Tempora! trajectories ol , 76) after photoinjection
can be regarded as phase conversions. into the N phase; sollc{broke_r] curve for (%:77;;)=(0-02_,0_-96)

[(0, 0.08]. The square and triangle marks represent the initial con-

) _ ) ) _dition just after photoexcitation. Inset: motion ofy(,»g) for
(¢« ¢p) for induction of phase conversions is summarized 1) =(0,0.02).

in Fig. 9. At the “phase” boundary, qualitative change in the
dynamics takes place, i.e., thresholdlike behavior inAs long as onlyB-spin electrons are excited;, is kept

(¢ar¢p) is observed. almost constant as described above, i.e., only CB-gpin
The trajectories of g, ,7) plotted in Fig. 8 indicates electrons takes place.
distinction between the dynamics induced dyspin excita- The condition on &, , ¢ ;) for induction of phase conver-

tion and B-spin excitation. When only3-spin electrons are sions is shown in Fig. 11. As we increage , the threshold
excited, the phase conversion occurs betwégnand N value for ¢ becomes larger, and finally clear distinction
phasegsolid curve in Fig. 8 In this casey,, is kept almost  between the two types of dynamics is lost. Such behavior can
constant during the dynamics, and CT @fspin electrons be understood by the phenomenological bistable model in
mainly takes place. Thus the dynamics can be approximatelgec. I, assuming thag, is kept constant; the energy con-
described by the bistable model discussed in the previougersion between the two electronic states describeqthy
section. On the other hand, when onlyspin electrons are andd]; occurs atm,=(U/M—1)7,+(A—U)/2M [see Eq.
excited, phase conversions occur, roughly speaking, betwegBg)], which becomes larger ag, is increased, i.e., the en-
|z andl, phases via thé\ phase(broken curve in Fig. B ergy difference betweeN andl phases increases and degen-
i.e., CT of B-spin electrons and-spin electrons take place eracy between these two states is gradually lost.
alternately. The crucial difference between the dynamics after photo-
The dynamics just after photoinjection is independent Ofinjection into N and| ; phases is tha- and 8-spin excita-
the spin of injected excitations; only); decreases, i.e., tions work destructivelyfor induction of phase conversion

B-spin electrons transfer from donor sites to acceptor site§rom the N phase(see Fig. 11, while they work construc-
This is because the initidl; phase is close tthe effective

CT regionof B-spin electrongvertically shadowed region in

Fig. 8), where|Eg(7,,7,)| is as small asT. From thel g 0.12 phase
phase, ¢,,75) approaches to the effective CT region by conversion
: - - ; N2l
both - and 8-spin excitation(square and triangle marks in 6
Fig. 8. Thus they worlkconstructivelyfor induction of phase 0.08 ’
conversion.
_eu
2. Temporal evolution fromN phase
0.04

Next, we proceed to the dynamics of [, 7,) starting local
from theN phase. The trajectories of(,,7,) are shown in oscillation _c.énfé‘r‘fizn
Fig. 10 under several different excitation conditions. When a / N1
small amount of3-spin electrons are excited, it results in a 0 r

S . 0 0.04 0.08 0.12

local oscillationfinset of Fig. 10, for ¢, ,#4)=(0,0.01)], as ¢

expected. On the other hand, when a larger amougtgin
electrons than the threshold value are excited, phase conver- fiG. 11. Relation between the excited fractiaf,(, ¢ ) and its
sions between thi andl ; phases occurfsolid curve in Fig.  resultant dynamics, starting from thd phase. The dynamics
10, for (¢,,¢4)=(0,0.01)]. These two types of dynamics changes discontinuously at the solid “phase” boundaries, while it
can be clearly distinguished at the threshold valuedgr. changes continuously around the dotted ones.
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tively from thel ; phase(see Fig. 9. The reason is simply tem, however, the ground state of the AF Heisenberg Hamil-
understood with the help of Fig. 10. When orfyspin elec- tonian is not appropriately described by the eNestate
trons are excited, %, ,7,) approaches to the effective CT because spin fluctuations become more effective, and the
region of 3-spin electrongsquare mark in Fig. J0but when  sublattice magnetization disappears. Furthermore, in the
a-spin electrons are also excited simultaneously, the distangsresence of electron-lattice coupling, this state has an insta-
to the effective CT region becomes largénangle mark in  bility against dimerization through the spin-Peierls mecha-
Fig. 10. Thus we conclude that phase conversion fromNhe nism. One should take account of the spin fluctuations in
to 1 ; phase can be induced whe,— ¢, is large. order to overcome these deficiencies peculiar to the one-
It should be noted that when equal amountafand  dimensional system. By the UHF approximation, we have
pB-spin electrons are excited, i.eh,=¢g, the system is 150 neglected the many-body effects such as the scattering
reduced to the bistable model with=(A—-U)/2(2M—-U)  gmong the careers due to Coulomb interaction, which is de-
by putting 775= 7, . In this direction on the §,,7,) plane,  gcriped by the four-operator ternisThis effect, together
there is no bistability under our choice of parametems (\\ith the scattering by phonons and impurities, causes relax-
never lies in the region of @m<1), so the injected CT  4iion of the coherent dynamics, such as dephasing and en-

electron-hole pairs proliferates only very weakly. ergy dissipation.
It may look strange that we have employed twoeNe
D. Summary and remarks states [, andl ; phasesas the ionic phase in our treatment,

) o » although the mathematically rigorous ground state of the AF

By applying the UHF approximation to the modified Hub- Hejsenberg Hamiltonian is, in any dimension, uniquely given
bard model, we have revealed that the energy conversiopy the singlet state. The singlet ground state is, however,
between one-electronic states actually occurs in this 5y5terﬁccompanied by gapless spin-wave excitations, which origi-
depending onz, and 7, the degrees of CT for- and  pates from the Goldstone mode, i.e., simultaneous rotation of
B-spin electrons. Under our choice of parameters, there argy| spins. The substantial ground states should be interpreted
three stable states\( |,,, andl; phasg, which are almost s those states with broken rotational symmetry, which are
degenerate. Then we have demonstrated that phase convgkgenerate due to the choice of the direction, as realized in
sion can be certainly induced by injection of small amount ofihe ferromagnetic Hamiltonian. In our consideration, we
excitations. The relation between the excited fractionhave broken the Symmetry by f|X|ng the axiS, so the tWﬂ'Ne
(da,¢p) and its resultant dynamics is summarized in Fig. 9states with opposite directions are emphasized as a result.
(from thel s phasg¢ and Fig. 11(from theN phasg. ¢, and The other approximation is the equivalent treatment of
¢ works constructively for induction of phase conversiongne-electronic states with the same spin, i.e., we have ne-
from thel 5 phase, while they work destructively from the  glected thek dependence of the CT interactidp and that of
phase. This can be understood by the distance on th@e dipole coupling to photon field. The dipole coupling is
(74,mp) plane between the initial positions just after photo-proportional to sirk and is strong arountk|~ /2, contrary
excitation(square and triangle marks in Figs. 8 and 40d {0 the CT interactiorl,. We have confirmed that this ap-
the effective CT regiorishadowed region proximation yields only small quantitative change to the dy-

The dynamics discussed in this section is, even after thggmics, by comparing to the calculations without this ap-
simplification(35), much more complicated than the dynam- proximation, i.e., the discrimination among one-electronic

ics of the phenomenological bistable model discussed in Segtates byk is taken into account, with initial condition that
Il. However, we can qualitatively understand the results obthe electrons withk|~ /2 are excited simultaneously.

tained in this section with the help of the bistable model,
owing to the fact that the effective CT region fa and
B-spin electrons are separated on thg, (7,) plane; while IV. CONCLUSIONS AND FURTHER PROBLEMS
CT of 8- (a-) spin electrons is in progress, the CT degree
for a- (B-)spin electrons remains almost constant, so the In conclusion, we have shown the possibility of electronic
physical situation can be effectively described by the bistablgphase conversions in multistable electronic systems, by ex-
model in Sec. Il. citing small fraction of ground-state electrons in one of the
We mention here the deficiencies introduced through thémetastable states. The essence of self-proliferation of the
UHF treatment of the electrons. Both the neutral and ionieexcited states is essentially included in the phenomenological
phases are classified as insulators or semiconductors, but thistable model; in those systems where energy conversion of
physical origins of the insulating mechanisms are quite dif-one-electronic states is brought about by the whole electronic
ferent. The neutral phase is characterized as a band insulatstates in the system, transformation of electronic states oc-
where the UHF description of the ground state works well.curs adiabatically in the neighborhood of the energy-
On the other hand, the ionic phase is characterized as a Matbnversion point, which promotes further transformation by
insulator, where the spin fluctuations play an important roldtself. From the metastable phase, depending on whether the
and the low-energy properties are described by the antiferrdraction ¢ of injected excitations is larger than the threshold
magnetic(AF) Heisenberg Hamiltonian. In the UHF treat- value¢,_; or not, the excitation results in the following two
ment employed in this study, due to the neglect of the spimualitatively different dynamics: local oscillation around the
fluctuations, the ionic phase is described by thephase, initial state (@<<¢,_;) or macroscopic phase conversions
which is a Nel state with finite sublattice magnetization. (¢,_,<¢). From the stable phase, on the other hand, the
Such a description is valid for higher-dimensional or aniso-dynamis changes continuously between those two patterns
tropic CT complexes. For an isotropic one-dimensional sysby changinge. Thresholdlike behavior igp can be observed



PRB 61 ELECTRONIC PHASE CONVERSION BY . .. 12111

from both phases only when two phases are almost degeneglectronic state of @A pair is locally determined by the
ate. electronic states of neighborifgA pairs. When the\ and|

Next, we have demonstrated how the above mechanism ishases are degenerate, the number of the boundaries between
realized in the modified Hubbard model, which describes the\ and| phases becomes a good quantum number to specify
electrons in mixed-stack CT complexes. Under our choice ofne excited states instead of the number of CT electron-hole
the parameters, the system possesses three stable $ates fairs* Then, the phase conversion can be induced by injec-
., andl ; phasepwhich are almost degenerate. By applying tion of only a single CT excitobut takes much longer time
the UHF approximation, we have shown that the eTnergy CONtproportional to the size of the systex) than is predicted in
version between one-electronic states describediyand  thjs study.(ii) The other effect neglected in this study is the

ay, occurs two dimensionally, depending on the CT degreeg|ectron-lattice coupling. The ionic phase has an instability

7. @nd 7, for a- and B-spin electrons. By exciting some against dimerization by the spin-Peierls mechanism, through
amount of electronge, g for (B)-spin electronk phase  hich the magnetic properties of the ionic phase is qualita-
conversions can be induced from each phase. From ghe tyely altered. The electron-phonon coupling will be reinves-

phasea- and B-spin excitations work constructively for in- tigated to compare with our purely electronic treatment.
duction of phase conversion, while they does destructively

from the N phase. This behavior can be understood by the
geometrical relation on ther(,,7,) plane between the ini-
tial phases and the effective CT region, where the energy
conversion between one-electronic states takes place. The authors are grateful to Professor S. Koshihara and
In order to understand the photoinduced phase transitioRrofessor K. Tanimura for detailed information on the ex-
in the mixed-stack CT complexes, the following two effectsperiments and to Professor K. Kitahara and Professor N. Na-
should also be considere@) Although we have employed gaosa for discussions. One of the auth@¢.) is grateful
the infinite-range form of the intersite Coulomb interactionfor discussions with Dr. H. Yokoyama, Dr. H. Kusunose, and
[the last term in Eq(22)], it depends on the distance betweenother members of Professor Y. Kuramoto’s group, and mem-
the molecules in reality. Such a situation can be considerebters of the condensed-matter theory group of ETL. This
by the AUVT model, which is a complementary model to work was partly supported by a Grant-in-Aid for Scientific
the AUMT model discussed in this paper. In tRdJVT  Research on Priority Areas,Photoinduced Phase Transi-
model, nearest-neighbor Coulomb interactit¥) is em-  tions and Their Dynami¢’ from the Ministry of Education,
ployed instead of Madelung energy{, and stability of the  Science, Sports and Culture.
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